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Abstract

This paperis motivatedby the obsenationthattraditionalad
hoc routing protocolsare not an adequatesolution for mes-

saging applications (e.g.,e-mail)in mobile ad hoc networks.
Routingin adhoc mobile networksis challengingmainly be-
causeof nodemobility—themorerapidtherateof movement,
the greaterthe fraction of bad routesand undelvered mes-
sagesFor applicationsthat cantoleratedelaysbeyond con-
ventionalforwarding delays,we adwocatea relay-based ap-
proachto beusedin conjunctionwith traditionaladhocrout-
ing protocols. This approachtakes advantage of node mo-
bility to disseminatemessageso mobile nodes.The result
is the Mobile Relay Protocol(MRP), which integratesmes-
sageroutingandstoragein the network; the basicideais that
if arouteto a destinationis unavailable,a node performsa
controlledlocal broadcast(a relay) to its immediateneigh-
bors.In anetwork with sufficient mobility—preciselythe sit-

uationwhencorventionalroutesarelik ely to be non-existent
or broken—it is quite likely that one of the relay nodesto

which the paclet hasbeenrelayedwill encountela nodethat
hasavalid, short(conventional)routeto the eventualdestina-
tion, therebyincreasingthe lik elihood that the messagawill

besuccessfullydelivered.Our simulationresultsunderavari-

ety of nodemovementmodelsdemonstratéhatthis ideacan
work well for applicationghatpreferreliability overlateng.

1 Intr oduction

Mobile ad hoc networks are usefulin a numberof situations
wherea deployed infrastructureusing cellular basestations
is incorvenient,expensve, or impossible.Examplesof this
include disasterrelief or emegengy responseautonomous
teamsof robotsin a remotearea,sensometworks, and mili-
tary networks. In thesesituationspodesn anadhocnetwork
move from time to time, often acrossa large area,while also
cooperatrely routing pacletsfor othernodes.

Routingin adhoc networksis challengingmainly becausef
node mobility. If nodeswere mostly static, then traditional
routing approachefrom wired networks could be broughtto
bearon the problem,with occasionamobility beinghandled
asan“uncommon”casein the sameway thatlink failuresin
traditional wired networks are handled.Currentapproaches
to mobile routing, broadly classifiableinto proactive andre-

active (on-demand) protocols,work toward providing a con-
nectedroutingtopologyin thefaceof nodemobility. Proactve
protocolsmaintainroutesvia a backgroundorocesge.g.,us-
ing distance-ectorupdates]8], while reactve protocolsdis-
coverrouteson-demandavhenthey needto communicatevith
anothemodemorethanonehopaway[8, 7]. Theperformance
of bothtypesof protocols measuredh termsof the numberof
pacletssuccessfullydeliveredto the total numberof paclets
sent(the packet delivery ratio), degradesasthe rate of node
movementincrease$l].

We make theobsenationthatnotall applicationgn mobilead
hocnetworksrequirethesame'best-efort” semanticeffered
by anIP-basedad hocnetwork, wherea paclet not delivered
within asmallamountof time (ontheorderof asmallnumber
of round-triptimes)is simply discardedMessagingapplica-
tions,suchase-mail,areanimportantclassof applicationsn

thesenetworks; for theseapplications the eventualdelivery
of amessagés moreimportantthanary othermetric of per

formancesuchasdelivery lateng. This paperaddresseghe
problemof designinga messageouting protocolto support
suchapplicationsn anadhocnetwork.

Our approacho this problemtakesadvantage of nodemobil-
ity, ratherthantreatmovementasa problemthat needsto be
tackledandovercome To improve the delivery ratio of pack-
etsin the network, we userelay nodes; undervariouscircum-
stancesywhenanodedecideghatit doesnothaveagoodroute
to the destinationandis unlikely to obtainone, it distributes
themessagéo oneor moreof its immediateneighborswhich
storethe messagdor a while. In a network with sufficient
mobility—preciselythe situation when conventional routes
arelikely to benon-eistentor broken—thehopeis thatoneof
therelay nodesto which the paclet hasbeendistributedwill
encountera nodethat hasa valid routeto the eventualdesti-
nation,therebyincreasinghelik elihoodthatthe messagevill
be successfullydeliveredto the destination.

Of coursethis increasedeliability in termsof the pacletde-
livery ratio comesat the expenseof increasedateng of mes-
sagedelivery, but this is agoodtrade-of for messagin@ppli-
cations.The challengehowever, is to ensurethat suchrelay-
ing canbe donewithout usingup a large amountof network
bandwidthor nodestorage We give the generaldesignprin-
ciples of the Message Relay Protocol, MRP, aswell asour



particularimplementationof the MRP protocol when used
in conjunctionwith the DSDV protocol (the MRP-enhanced
DSDV protocol). We shav using simulationsthat an MRP-
enhancedSDV protocolincreasesheaveragedelivery ratio
by 31%comparedo DSDV, while usinglessthan1% of extra
bandwidthanda relatively small amountof extra nodestor
agespace(40 paclets).We evaluateMRP undera variety of
movementmodels,nodedensitiesand messagéransmission
ratesand showv that the MRP protocol scaleswell, demon-
stratingthatits overall performances not affectedby node
density nodemovement,or messagéransmissiorrates.Our
resultsindicatethat MRP canbe a viable substrateon which
messagingndemail-like applicationdgn adhocnetworkscan
be layered.In addition,an attractive propertyof MRP is that
it achieresthesegoalswithout assumingary knowledge of
nodepositionor ary knowledgeof nodemovementvectors.

2 RelatedWork

Simulations of proactie (e.g., DSDV [8]), reactve (e.g.,
DSR [3], TORA [7]), and hybrid (e.g., AODV [9]) ad hoc
routing protocolsdemonstratdéhat the paclet delivery ratio
degradeswhen mobility is high becauseof route instability
and frequentnetwork partitions [1]. However, the methods
proposedo overcometheseproblemsfall underthe cateyory
of timeout-basedetransmissionsolutions,which we argue
arenot the bestsubstrateover which to build messagingp-
plicationsin adhocnetworks. For example, DSRhasamech-
anismcalled“route maintenancé by which the sendeiis no-
tified that a routeis no longervalid. Upon receving sucha
messageit canthenretransmitthe paclet with a cachedor
newly discoveredroute.Similarly, whenDSDV detectsabro-
kenroute, it storesthe paclet until the next route updateat
whichtimeit triesto resendhepaclet.In contrasto theseap-
proacheswe find thatthe paclet delivery ratio canbegreatly
improvedby usingtheideaof relaying.

Rus and Li presentrouting algorithms using the relay
nodes[5]. However, their assumptiongare significantly dif-
ferentthanours.First, they assumehatthereis knowledgeof
eithermovementrajectoriesand/ornodepositions.Our algo-
rithm doesnotassume&nowledgeof these Secondtheir def-
inition of arelay nodeis basedon the the conceptof mobile
agents[4 Thesenodescanmove undertheir own controlde-
pendingonwherethemessagéasto bedelivered.In contrast,
our mobile nodescannotbe controlledto move alongpartic-
ular paths;rather they move randomlythroughthe network
independendf therequirementsf therelayingprotocol.Rus
andLi work within their morecontrolledframeawvork to guar
anteedelivery of pacletsby modifying the trajectoriesof re-
lay nodes.We relax theseconstraintso shav how the con-
ceptof relay nodescanincreasedelivery ratio even without
actively constrainingnodemovementalongparticulartrajec-
tories.We ervision ouralgorithmto beusefulin environments
wherethereis no knowledgeof positionsandtrajectoriesand
whereonecannoteasilypredictor controlwherenodesmove.
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Grossglauseand Tse have exploreda theoreticalframewvork
[2] wheren nodeswith infinite buffer move independently
aroundthe network and every nodegetscloseto ary other
nodefor 1/n secondpertime slot. Within this framework, a
nodes givesa messageaddressedo nodet to anotherran-
domly chosennode one hop away in the network called a
“receiver” Whenthe recever happengo be one hop away
from the destinationnodet, it givesit the messageHence
a messageavill only make two hopsandno messagevill be
transmittedmorethantwice. This ensureghatthe bandwidth
usedis minimal andthatthelong-termthroughputpersender
recever pair canbe keptconstan{O(1)) evenasthe number
of nodesper unit areaincreasesTheir otherresultis thata
messagés guaranteetb bedelivered evenif its deliverytime
is averagedver mary time slots.Thisresultsetsa theoretical
bound,sinceit assumes completemixing of thetrajectories
so that every node can get closeto anotherone. This moti-
vatesour work sincewe believe thatthereis an opportunity
to trade-of delayfor messagelelivery ratio in mobile net-
worksby usingintermediaryrelaynodesWe alsoaddtempo-
rary storageto the primitive operationsallowed, andproduce
a practicalprotocol basedon the idea of integrating storage
with routing.

3 The Mobile Relay Protocol

The Mobile Relayprotocol (MRP) is designedo be layered
ontop of anexisting ad hocrouting protocolandis responsi-
ble for the forwarding,storageanddelivery of relay paclets.
We first describethe generalMRP protocoland how it inte-

grateswith differenttypesof ad hocrouting protocols.Then,
we describein more detail our particularimplementationof

MRP whenusedin conjunctionwith DSDV [8].

3.1 Overview

Figure 1 shows the forwarding of a paclet by an MRP-
enhancedad hoc routing protocol. If the traditional routing
stepfails to find a routefor the paclet, the paclet is handed
overto the MRP layer The MRP layerbroadcastshatpaclet
locally to thenodesimmediateneighborsywho becomeelay
nodesfor that paclket. Eachrelay nodemay storethat paclet
until it discoversan IP routeto the paclet’s destinationac-
cordingto the IP routing protocolbeingused.Whena relay
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nodefindsaroutelessthand IP hopsaway for arelaypaclet
it hasin storage,t passest backto the traditional routing
layerthatforwardit to its destinationd is a protocolparame-
ter > 1; wefind in our simulationsthatd = 1 providesgood
performanceimplying thatthe transitionfrom MRP backto

usingan IP route canbe done*late,” whenone of the relay
nodescomeswithin radiorangeof theintendeddestination.

UsingMRP is optional.WhetherMRP is useddepend®nin-
formationin the transportprotocolandIP headerswhich al-
lows applicationsor the network operatorto choosef paclets
canafford to be relayedif reliability matters(e.g.,a messag-
ing applicationpaclet), or whetherthey shouldnotberelayed
becausealelivery orderandlateng is moreimportantthanre-
liability (e.g.,for interactvetraffic, audio,etc.).

Figures2 and3 summarizeheinteractionbetweerthe MRP
layer (bold boxes)andthe traditionalad hoc IP routing layer
(regularboxes).Therestof this sectiondiscusshow a paclet
transitionsfrom traditional IP forwardingto MRP relaying,
how pacletrelayingworks,andhow the protocolrevertsto IP
forwardingfor final delivery.

3.2 IP forwarding — MRP Relaying

With traditional IP forwarding, the network layer at a node
canreceve threetypesof paclets:

1. A paclet sentby an application/transpotayer running
onthenodethatneedgo beforwardedto its destination.

2. A paclet sentby anothernodethat doesnt matchthe
IP addresf thereceving node,which needgo befor-
wardedto its destination.

3. Otherprotocol-specifipaclets,suchasrouteupdatesor

routediscoverypaclets.Thesepacletsarenotrelayedoy
MRP, sincethey typically requirelow-lateng delivery.

Whentheroutinglayerrecevesa pacletof thefirst two types,
it checksif it hasan MRP headerlf it doesnot alreadyhave
anMRP headerthenthe nodeneedso checkif arouteexists,
or canbefound,or if the packetneedgo berelayedvia MRP.

If the paclet doesnot alreadyhave an MRP headey the IP
ad hoc routing layer usesa protocol-specificmechanismto
discover a routefor the paclket. For example,this might be a
standardforwardingtablelookup (in proactive protocols)or
a route discovery mechanism(in reactve protocols).If this
mechanisnmsucceedsthe paclet is forwardedon asusual.If
it fails, thenthe pacletis handedoverto the MRP layer.

At this stage the paclkethasno MRP headerWhenthe MRP
layerrecevessucha paclet, it first checkswhetherthe paclet
may be relayedusingMRP. Thereare severalwaysof doing
this: oneway mightusealayer4 classificatiorwith rulesthat
decidewhetherMRP is suitableor not; anothemway might be
to have the originatingapplicationor nodeseta bit in the IP
headeffor the paclet. If the pacletis deemedunsuitablefor
MRP, thenthe paclket simply loopsbackto the IP forwarding
layer, whichhandlest likearegularpacletfor whichnoroute
is known (mostprotocolsdropthepaclketandsomestoreit for
laterattempts).

The interestingcasefor MRP is if the paclketis deemedsuit-

ablefor relayingusingMRP. If so,an MRP headeris added
to the paclet. The MRP headeiincorporateshe IP addresof

theoriginal sendeandthefinal destinatiorfrom the IP layer,

andaddstwo otherfields, h andd.

1. h specifiesa runningcountof the numberof remaining
allowed relay hops,anddecrementgvery time another
relayoperationis done.If h become$), nofurtherrelays
are allowed. h is initialized to a value that dependson
the expectedmovementrangeof nodesin the network.
Section3.3 describeshe detailsof how thisis done.

2. d specifieshow closeto the eventualdestination,in IP
hops, might a relay node arrive before reverting from
MRP to IP forwardingto have the paclet delivered.For
proactive routing protocols,d > 1 makessensesincea
backgroundorocesawill causeroutesto destinationgo
be updatedasnodesmove. For reactive protocolsall we
canreliably counton is d = 1—whena relay nodeis
within onehopof thedestinationit will learnof thisand
canrevertto IP forwardingto deliverthe paclet.

After the addition of the MRP header the paclet is locally
broadcasby the nodeto its immediateneighbors All nodes
thatrecevethis pacletstoreit andgoto therelayingstep,de-
scribednext. We emphasizéhatthisis the only time in MRP
that a local broadcasts donefor ary packet—apaclet that
alreadyhasan MRP headelis never rebroadcastiuring sub-
sequentelayingsteps.
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3.3 Relaying

If a pacletrecevedattherouting layeralreadyhasan MRP
headerthe paclet is handedover to the MRP layer directly
(Figure?2). This situationhappen®itherwhenanodereceves
anMRP pacletto relayfrom anothemodeor an MRP paclet
to forwardfrom the MRP layerdirectly.

The MRP layer first checkswith the routing layer to seeif
thereexists a routeof lessthand hopsto forwardthe paclet.
If so,it forwardsthe pacletandtherelayMRP pacletis deliv-
ered.If novalid routeexistsfor thepaclet,it enterghestorage
phasg(Figure3), which consistof thefollowing steps:

1. If the pacletis alreadystoredin the nodes buffer, then
theolderversionof the pacletis discarded.

2. Otherwisethe storagebuffer is checled.If it is not full,
thenthe pacletis storedandthe h parametem the MRP
headeof thepacletis decrementedy 1.

3. If the buffer is full, thenthe leastrecentpaclet is re-
moved from the buffer andit is relayedto a single ran-
dom neighboras long asthe h parameteiin the MRP
headeof thepacletis greatetthanO.

In this design,a pacletis eliminatedfrom a nodeonly when
the noderuns out of buffer spacefor pacletsit is currently
relaying.This meanghatthe only time a pacletis eliminated
from the systemis if all the nodescurrently relayingit run
out of space.lt is concevable that a mechanismwherethe
original senderspecifiesa time-to-live field in secondswith
relayingnodeseliminatingthe pacletwhenthis time elapses,
might prove useful. Our mechanisrris simplerand demand-
driven, and we think that the semanticsof most messaging
applicationsareprobablynotworth theadditionalcomplexity
of maintainingrealtime.

3.4 MRP Relaying— IP Forwarding

Whena paclet is stored,the MRP layer needsa mechanism
to routinelycheckif aroutehasbeenfoundfor any paclketsin

therelay buffer. The detailsof this mechanisnarespecificto
therouting protocolbeingused.

3.5 MRP-enhancedDSDV

In this section,we describehow MRP canenhanceDSDV.
Our goalis not to createa betterDSDV protocol, but rather
to shav thatMRP canhelpimprove DSDV’ s paclet delivery
ratio for lateng/-tolerantmessagin@pplicationgduringtimes
of high mobility by takingadwantageof nodemovement.

In DSDV, eachnode maintainsa routing table that contains
thenext hopfor eachknown (reachablepodeonthenetwork.

Nodessynchronizetheir routing table by broadcastingeri-

odic routingtableupdatemessages.

35.1 MRP Relaying with DSDV

Theaddressesolutionprotocol(ARP) resohesan|P address
to a hardware(MAC) counterpartand cacheghesebindings.
For uncachedindings,mostARP implementationstorethe
paclet for which they are currently seekingARP resolution.
In ns-2 (our simulation platform), and indeedin mary real
systemsthe ARP buffer only storesone paclet, so consec-
utive pacletsfor the samedestinationwill causeall paclets
but oneto be droppeduntil the ARP resohesthe MAC ad-
dress.To solwe this problem,we pacedtherateat which are-
lay nodesendsts relay pacletssothatthereis no collisionin
the ARP cache.This provedto beinsufficientin somecases,
sowe addedan ARP callbackwherethe link layer couldtell
the MRP layerwhich pacletsweredropped.The MRP layer
thenhandledthe pacletasdescribedefore.

35.2 MRP — IP Forwarding in MRP/DSDV

Sincea mechanisnfor frequentroute updateds part of the
DSDV protocol,it is simplefor the MRP layerto checkif it

hasarelaymessagstoredfor ary nodewhoseroutehasbeen
updatedandis lessthanor equalto d hops.

Whenthe DSDV layer discoversa valid routeto a new des-
tination througha route update,it notifiesthe MRP layer. If
the MRP layer hasary relay pacletsstoredfor that destina-
tion, andthe destinatioris d hop away, the MRP layer sends
thepacletbackto theDSDV layerthatis thenresponsibldor
forwardingit.

4 Evaluation

The overall goal of our experimentss to measurehe ability
of MRP-enhance®SDV to deliver packetsundera varietyof
movementmodelsandcompardts performanceao DSDV.

We evaluateprotocolperformanceisingtwo metrics:

o Packet delivery ratio: Theratio betweenthe numberof
paclets originatedby the applicationlayer of the CBR
(constanbit rate)sourcesandthe numberof pacletsre-
ceivedby the CBR sink at thefinal destination.



e Packet latency: The time taken from when the paclet
leavesthe applicationlayer CBR sourceuntil it reaches
the CBR sink at thefinal destinationt .

We evaluatescalabilityusingthreeparameters:

¢ Node Density: We varythenumberof nodedor thegiven
simulationarea.

¢ Routing Overhead: We measurahe overheactreatedby
the MRP protocol and compareit to the overheadof
DSDV. Theoverheads calculatecdby measuringhetotal
numberof local broadcastandthe numberof duplicate
relay pacletsrecevedatthedestination.

e Message Rate: We vary the messageaate to see how
MRP scaledo accomodaténcreasingnessagéoads.

4.1 Simulation Environment

Our simulationswvererun on nsversion2.14b[6], which pro-
vides supportfor simulating both the physical aspectsand
protocol layersfor multi-hop wirelessnetworks. It provides
implementation®f DSDV andDSR, derived from the CMU
Monarchcode.For the MA C andphysicallayerof ourimple-
mentationwe usedthe nsimplementatiorof the802.11band
thebuilt-in radiomodelthathasa radiorangeof 250 meters.

Ouir first setof simulationsevaluatesperformancenhen 50
nodesaresubjecto differentmovemenimodels With oursec-
ondsetof simulationswe measurgerformancevith varying
nodedensity(25to 100nodesyandusetherandommovement
modelasthe underlyingmovementpatternof the nodes.For
thethird setof simulationswe measuréow well MRP scales
with varying messageatesfor therandommovementmodel.

Thereare 150 scenaridiles generategber movementmodel.
We ran both MRP enhancedDSDV and DSDV on eachof
thesefiles, therebyimposingidenticalscenariognodemaove-
ment,nodedensity messagingate)onthetwo protocols.Sec-
tion 5 describegndexplainsour resultsin detail.

4.2 MovementModels and Topology

We investigatedheperformancef MRP usingthreedifferent
movementmodels,to understandchow sensitve it is to these
differences.

1. Randommodel. Thismodelis thesameasin someprevi-
ouswork on adhocnetworks[1, 3]. In this model,each
nodechoosesa randomdestinationpoint within the al-
lowed areato move to. Oncethe destinationis selected,

IMRP canproduceduplicatepaclets, which may or may not reachtheir
destination.We register a paclet as “received” whenthe first of thesedu-
plicatesarrive at their final destinationand calculateits lateny asthetime
betweenwhenthefirst paclet wassentat the original sourceandthe arrival
of this paclet atthe destinationWe ignoreall subsequenpacletsthatarrive
atthedestinationalthoughwe keeptrackof honv mary suchpacletsarrive to
measurehe overheadf MRP.

thenodemovestowardthatpointwith aspeedlistributed
uniformly between0 and somemaximumspeed.Once
the node reachesits destination,it pausesthere for a
specifiedpause time. After this time, it choosesa new
destinatiorandmovestherein memorylesgashion.

2. Soccer player model. This model is somavhat face-
tiously namedafter the way childrenplay soccer;here,
from the currentpoint, a nodepicks a randompoint to
move to accordingo a probabilitydistribution thathasa
decreasingprobability of longerdistanceseingpicked.
Specifically the probability densityof a nodemoving a
distancer from thecurrentdistancefalls off as1/r, suit-
ably normalizedsothatthe nodedoesnot leave therect-
angularfield. The model doesnot bias the directionin
which the nodemoves;all directionsare equallylikely.
Eachsubsequennove depend®nly onthecurrentloca-
tion. We generatednovementpatternsfor this modelin
the sameway asfor therandommodel.

3. Homing pigeon model. This modeldiffersfrom the pre-
viousonein asubtlebut importantdetail. Eachnodehas
a randomlychosen‘home” locationin the field, which
never changedduring the simulation.Eachtime a node
decidego move (governedby the pausetime andspeed
of movement),it picks arandompoint thathasa proba-
bility of beingchoserthatfalls off as1/r, but from the
homelocation. This modelsa nodethat endsup always
moving arounda homeregion, but alsohasthe property
thatif it in factmovedfar away at sometime, will likely
comebacktowardthe homelocation(sincethe distribu-
tionis choserfrom thehomelocation)ratherthanchoose
anotherpointfrom the currentposition.

In all thesemodelsalowerpausdimeimpliesahigherdegree
of mobility. We generatednovementpatterndor 10 different
pausdimes:0 (i.e.,continuousnotion),30,60,120,300,600,
800,850,895, and900 secondsThe nodeswereconstrained
to moveinsidearectangulaareaof 1500x300nfor 900 sec-
onds.With aradiorangeof 250 meters this areaallowed for
pathswith avaryingnumberof hops.In addition,duringtimes
of mobility, somenetwork partitionsoccuredandsomenodes
wereunreachabléor varyingdurationsof time.

We emphasizeahat theseare not necessarilynodelsof any
particularreal situation,but rathera way by which to obtain
an understandingf the factorsin any movementmodelthat
impactperformanceThey help us evaluatethe sensitvity of
theprotocolto differentmovementpatterns.

4.3 Workload

We choseto use constantbit rate (CBR) traffic sourcesin-
steadof a feedback-base@CP workloadin orderto evaluate
raw routing protocolperformanceavithout having the sources
bacloff in thefaceof loss.For thefirst andsecondsetof sim-
ulations(testingperformanceainderdifferentmovementmod-



els and nodedensities) we generatedraffic by selecting20

randomnodesand having them sendmessagesf 3 paclets
eachat a rate of 4 paclets per second Eachmessagérans-
fer startedat time uniformly distributed between0 and 200

secondsFor the third setof simulations(testingscalability),
we variedthe numberof communicationdbetweenthe nodes
from 20to 200 andkeptthe samemessagsizeandthe same
sendingratefor eachcommunication.

4.4 MRP Parameters

The choiceof aninitial valuefor h (hnumberof permittedre-

lays) dependon how far nodesare expectedto move in the
systemasa fractionof thetotal distancebetweerarny source-
destinationpair of nodes.In our experimentswe found that
evenwhenthe probability of a nodemoving far from its cur-

rentlocationis small (but non-zero) aninitial valueof h = 1

suffices. Thatis, thereis no needfor multiple relaying steps
in this situation,althoughthe mechanisnmay be useful for

other movementmodelswhereary given nodes movement
rangedoesnot covertheentirefield.

We foundthatthevalueof d = 1 isreasonablér DSDV (and

betterthanlargervalues).DSDV (like otheradhocprotocols)
tendsto have a significantnumberof staleroutesin its tables
during high mobility [1]. By deliveringarelay messagenly

if the destinationis one hop away, a relay nodehasa much
greaterchanceto deliver the messagéeforethe destination
nodemovesoutsideof therelaynodes “reachable’zone?!

5 Simulation Results

In this sectionwe presenbur resultsfor threesetsof simula-
tions previously describedThe first setevaluateshe perfor

manceof MRP underdifferentmovementmodels(Sections
5.1 and5.2). The secondset of simulationsevaluatesMRP

performanceunder different node densities(Section5.3.1).
The third setof simulationsevaluatesMRP performanceaun-

der different messageates(Section5.3.3). In addition we

measurehe overheadof MRP in Section5.3.2to betterun-

derstanchow it scales.

5.1 Delivery ratio
5.1.1 Random Movement Model

Figure 4 shows the fraction of messagegachprotocol was
ableto deliver, asafunctionof nodemobility rate(pauseime)
when nodesfollow a randommovementmodel. The MRP-
enhancedersionof DSDV significantlyimprovesthe deliv-
ery ratio of messages.

DSDV performsbadlywhenthereis high mobility in thenet-
work. Whennodescontinuallymove, DSDV is ableto deliver
only fewer thanhalf the pacletsthataresent.This trendcon-
tinuesuntil a pausetime of 60 secondsafterwhich pointthe

10ourfocuswasnotto determineoptimalvaluesfor h andd, but ratherto
pick reasonablealuesandkeepthemfixedin orderto evaluatethe effect of
otherfactorssuchasnodemovementnodedensity andbuffer size.
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Figure 4: Paclet delivery ratio v/s pausetime for MRP-enhanced
DSDV (MRP) andDSDV on the Random Movement Model for 50
nodes.
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performanceof DSDV startsimproving. The performanceof
DSDV levels off at around90% at a pausetime of 300 sec-
onds,beforedippingslightly in thecompletelystaticcase.

For pausetimesthatarebetweern60 and300 secondsye see
thatalthoughthe routing tablesarestill not ableto corverge,
thereis anincreasingcorrelationbetweerthe DSDV routing
tablesandthe stateof the network. Startingfrom pausetimes
of about300 secondsthe routing protocolcornvergesandthe
delivery ratio is around90%. After this point, the lost pack-
ets are due to two factors.First, somepackets simply can-
not be delivered.This is dueto transientnetwork partitions
betweena sourceand destination.Secondrouting overhead
causeMAC layercollisionsandsomepacletsaredropped.

The MRP-enhancedersionof DSDV is ableto deliver over
94% of the pacletsin all casesgxceptthe completelystatic
caseThereasorMRP-enhance®SDV is ableto performso
well undera wide rangeon network conditionsis becauset
deliverspacletsto thedestinatiorwhentheunderlyingDSDV
protocolis unableto do so.

In the caseof completemobility, MRP deliversaround94%
of thesentpaclets.This quickly risesto 100%for less-mobile
configurationsin a highly mobile network, eachnodecomes
into contactwith a large numberof nodesby moving to dis-
parateareasf the network. If they encountethe destination,
they deliver the messaget this point. In a completelystatic
network, the performanceof MRP dips to just under90%,
whereit matcheghe performancef DSDV asexpected.

5.1.2 Soccer Player Movement Model

Figure 5 shaws the fraction of messagegachprotocol was
ableto deliverwhennodedollow thesocceplayermovement
model.Nodesfollowing this movementmodel have a strong
tendeng to move in small increments.The MRP-enhanced
versionof DSDV performssubstantiallybetterthan DSDV
whennodesmove.

More interestingly the performanceof MRP on this model
is only slightly lower than on the randommovementmodel
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Figure 5: Paclet delivery ratio v/s pausetime for MRP-enhanced
DSDV (MRP)andDSDV onthe Soccer Player Model for 50 nodes.
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Figure 6: Paclet delivery ratio v/s pausetime for MRP-enhanced
DSDV (MRP)andDSDV ontheHoming Pigeon Model for 50nodes.
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whenpausdimesarehigh. This canbe explainedby thefact
thatwhenthe pausdimesarehigh, thenodesmove only once
or twice duringa simulation.As nodesmove mainly in small
incrementsthereis a high probability thata nodeswill move
relatively slightly duringasimulation.Consequentlytheover-
all topology of the network is similar to that of a static net-
work, in which casethe performanceof MRP is closeto the
performanceof the underlyingDSDV. However, overallit is
still anoticeableandsignificantimprovement.

5.1.3 Homing Pigeon Movement Model

Figure 6 shows the fraction of messagegachprotocol was
able to deliver when nodesfollow the pigeon movement
model. In the homing pigeon model, nodeshave a strong
tendeng to move small distancesarounda randompoint of
origin assignedo eachnodeat the startof eachsimulation.
Again, MRP-enhancedersionof DSDV performssubstan-
tially betterthanDSDV exceptfor the completelystaticcase.
The performancef MRP onthis movementmodelis slightly
lower than on the random movement model, but slightly
higherthanon the soccermlayer Although unintuitive, it ap-
pearsthatnodesin this movementmodelhave longerranges
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Figure 7: CDF of paclet lateny for DSDV and MRP-enhanced
DSDV for the Random Movement modelfor a pauseime of 60 sec-
ondsand50 nodes.

of movementnthis model,thanonthesoccemplayermodel.
This is explainedby the factthata nodesnext positionis cal-
culatedfrom its origin regardlesf its currentposition.Con-
sequentlythe total distancetraversedby ary nodeis higher
than on the soccerplayer model,and eachnodeis likely to
encounter greatemumberof nodesasit moves.

The performanceof MRP-enhancedSDV on thesemaove-
mentmodelsshowvs thatMRP is resilientin thefaceof varied
movementmodels.In eachof themodels MRP is ableto de-
liver over 95% of the pacletsin mostcasesAn interesting
finding is thatevenwhenmovementpattersare highly local-
izedasin the homingpigeonmodel, MRP doesaswell asin

the more unconstraineanobility case.An analytic explana-
tion of this effectis aninterestingdirectionfor futurework.

5.2 Latency

Although MRP is ableto deliver a substantiallyhigher per
centageof paclets thanvanilla DSDV, this higher delivery
ratio comesat the expenseof increasedateng. This is be-
causeherelaynodescarrythe pacletsto their destinatiorby
movementratherthanpassingt alongto the next hopin the
route by radio transmissionHowever, we will showv thatin
mostcaseghe pacletsaredeliveredwithin acceptabldimits
for messagingpplications.

5.2.1 Random Movement Model

Figure7 shavs the cumulative distribution function (CDF) of
pacletlatenciedor DSDV andMRP/DSDV for all thepaclets
in thesimulationsata pauseime of 60 secondsTheshapeof
theCDFfor 60secondpresente@dboreis similarto theshape
of thedistributionsfor otherpauseimes.Theonly difference
betweerthesecurvesis thatthe distributionsfor the different
pausetimesarecenteredarounddifferentlatencies.

As expected,DSDV hasa muchtighter CDF for paclet la-
teng/: over 90% of the pacletsaredeliveredwithin two sec-
onds. It is importantto note that this distribution is only
basedon the numberof pacletsthat are delivered.Undeliv-
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eredpacletsarenotincludedin this distribution.

For the MRP/DSDV, we seethat around60% of the paclets
aredeliveredwithin two secondsThesearethe pacletsthat
weredeliveredby theunderlyingDSDV layer. Therestof the
paclets,mostly relay paclets,are spreadover a muchwider
range By 50 seconds90%of the pacletshave beendelivered,
while by 350secondsalmostall the packetshave beendeliv-
ered.As is evidentfrom this distribution, the MRP is ableto
deliver pacletsat a higherdelivery ratio, thoughit tradesthis
capability for increasedateng of paclet delivery. Still, we
seethat over 90% of the pacletsare deliveredin underone
minute,andall aredeliveredin undersix minutes.For mary
messagingpplicationswhereeventualdelivery is moreim-
portantthanlow lateng, thesedelaysareacceptable.

Themeanlateng for relay pacletdelivery timesoverarange
of pausetimesis shovn in Figure 8. For the randommove-
mentmodel, the meandelivery time increasedinearly with

the pausetime. This is becauset higherpausetimesthetra-
jectoriesof thenodegrogresslowerthanatlow pausdimes.

5.2.2 Soccer Player Movement Model

The meanlateng for paclet delivery for the soccerplayer
modelis shavn in Figure 8. At smallpausegtimes,thelaten-
ciesare comparablgo the randommaovementmodel. How-
ever, at intermediatepausetimes, the latenciesare much
higher At low pausdimes,nodesmove to mary destinations
during a simulation and consequentlycan deliver paclets
quickly. In contrast,at intermediatepausetimeswhennodes
move more infrequently the tendeng toward small move-
mentsdominatesandnodedakelongerto encountetheirdes-
tinations.Hence thelateng sharplyrisesduringthesetimes.

5.2.3 Homing Pigeon Movement Model

The meanlateng for paclet delivery for the homingpigeon
model(Figure 8) is very similar to the soccerplayermove-
mentmodel.However, the delivery timesfor this modelare
slightly better Thisis becaus¢hetotal pernodemovementn
thismodelis longerthanin thesocceplayermodel(but small
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Figure9: Comparisorof deliveryratiosvs. pausdime for networks
of differentdensitieson the Random Movement model.

aratiocomparedo therandommodel).Thisleadsto asimilar
shapedturve, with slightly betterdelivery models

An analysisof the meanlatenciesfor paclket delivery on the
differentmovementmodelsindicatesthatthe movementpat-
ternsdo not have a substantiakffect on the delivery lateng.
Movementpatternghathave lessinherentmobility will have
slightly higherdelivery latenciesfor relay paclets.However,
delivery latenciesare all within reasonabléoundsfor mes-
sagingapplications.

5.3 Scalability
5.3.1 Node Density

For anad hoc protocolto berobustin the faceof a variety of
scenariosit is importantthatit not be adwerselyaffectedby
anincreasingdensityof nodesn thenetwork. To evaluatethe
performancef MRP undervaryingdensity we performedhe
experimentf the previoussectionswith differentnumberof
nodes We ran simulationson networks of 25 nodesand100
nodesyepresentingparseanddensenetworksrespectiely.

Figure 9 shows that the delivery ratio is virtually unafected
by nodedensity This demonstrateshat MRP works to de-
liver pacletsevenif the numberof relay nodesthata paclet
is handedto is small. This is in stark contrastto the perfor
manceof DSDV, alsoshavn in Figure 9, whoseperformance
spansawide rangedependingnthedensityof thenodeslt is
significantthat MRP is ableto adaptvely adjustto the short-
comingsof DSDV to consistentlydeliver an extremely high
ratio of pacletsoverall pausgimesanddensities.

The delivery times of a relay paclet are also affected|little
by the nodedensity Figure 10 plotsthe meandelivery times
of relay paclets over a rangeof pausetimesfor 3 different
densitiesover the randommovementmodel. The curvesare
virtually identical, shaving that the time taken to deliver a
relay pacletdoesnot changesignificantlywith nodedensity

Theseresultsarealsosignificantasthey indicatethat further
fine-tuningof the protocolis possibleto reduceoverheadln
thecurrentimplementationthenodedensitydictateshenum-



700

600 [~

w IS @
S =] =
<] s =)

Delivery Time (seconds)

N
o
3

100

—&- 25 nodes
- 50 nodes

O 100 nodes

0 L L L L
0 100 200 300 400 500 600

Pause Time (seconds)

Figure 10: Comparisorof meanrelay paclet delivery lateng vs.
pauseime for networks of differentdensitieson the Random Move-
ment model.

700

600 [~

y = 14.96*x - 20.6

w N @
S ] =
<] ] 3

Overhead (no. of packets)

N
o
]

100 -
O overhead
:
5 1‘0 1‘5 2‘0 2‘5 3‘0 3‘5 4‘0 45
Number of Packets Relayed

Figure1l: MRP overheadEachpointis the numberof broadcasts
plus the numberof duplicatesreceved over an entire simulation,
plottedasa function of the numberof relaysperformed.

0

ber of nodesthatreceie arelay packet during alocal broad-
cast.Insteadpnecouldallow nodego probabilisticallyaccept
or rejectapacletthatis recevedto relay. Consequentlyfewer

nodeswould relay a paclet, loweringthe overheadput keep-
ing the performanceharacteristicasshovn above.

5.3.2 MRP Overhead

In this sectionwe examinethe overheador the MRP protocol
to determineits impacton the overall bandwidthconsumed
by routing overheadvhenMRP is pairedwith DSDV. Rout-
ing overheadn MRP emanatefrom two sourcesThefirst is
at the time of a local broadcastwhich is doneto distribute
relaypaclets.As thisis only onetransmissionit canbetaken
asto be equalto the overheadof a single packet. Overhead
is also causedby duplicatepaclet deliveriesat the recever.
Figure 11 showsthe MRP overheador varying numbersof
relay paclets. This datawas extractedfrom the datasegath-
eredfrom running the simulationon the randommovement
model. As can be seen,the plot can be approximatedby a
linear fit with a slopeof approximatelyl5. The variationis
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Figure12: Optimal storagebuffer sizeto keepa 95%delivery ratio
vs. messageatesat a pausdime of 30sfor 50 nodeson the Random
Movement model.

the resultof varying numbersof nodesin the vicinity of the
nodemakingthe local broadcastWhile one might be led to

believe thatlinear relationshipdoesnot bodewell for scala-
bility, when examinedwithin the context of the overheadof

theunderlyingprotocol,it is reasonableln their paper Maltz

et al. [1] documentthat the routing overheadfor DSDV to

be 44,000paclets on a similar network for a simulation of

the samelength. Consequentlywhen pairedwith DSDV as
the underlyingprotocol, MRP constitutedessthan1% of the
total routing overhead As MRP overheadpaclets consitute
sucha tiny portion of the total routing overhead the band-
width consumedy overheadcanbe approximatedo beonly

dependenbn the underlyingprotocol. This propertyof MRP

is crucialtoits successif MRP overheads high, it would sat-
uratethe network andreducethe numberof pacletsthatare
delivered.

5.3.3 Sorage Buffer Sze and Message Rate

Totesttheperformancef MRP undervaryingmessagéads,
we performedexperimentswith therandommovementimodel
scenariogandwith varyingmessageates.We ransimulations
with messageatesof 0.1 msg/s,0.5 msg/sand 1 msg/s.We
first experimentallydeterminean optimal buffer sizefor dif-
ferentmessageates,andthenshow thatwith this buffer size,
the messageate doesnot affect the delivery ratio, shaving
thatMRP scaleswvell with increasingnessageates.

Buffer Sizevs. MessageRate To determinea goodbuffer
sizefor the nodes,we ran simulationswith a pausetime of
30! andvariedthe messageateandthe storagebuffer size.
For eachmessageate, we determinedthe minimum buffer
sizerequiredto keepanaveragedeliveryratio above 95%.In-
creasinghemessageateimposes higherloadon eachrelay
node shaving thatthebuffer sizeneedgo scaleto handlethat
load,asseenin Figurel2

1We chosea pausetime of 30ssothatthe nodemobility is high, thereby
increasinghe numberof relay pacletsin the network.
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A buffer size of 40 paclets seemsenoughto handleall the
messageatesfrom 0.1to 1 msg/secondlt is interestingthat
the requiredbuffer size to keep a high delivery ratio only
slowly growswith the messageate.

Wefind theslow dependencencouragingor MRP scalability
in practicalsituationsand we are working on developingan
analyticexpressiorin on-goingwork.

Delivery Ratio vs. MessageRate for afixed Buffer In this

Section,we ran the randommovementmodel scenaricfiles

with varyingmessageatesanda fixed buffer sizeof 40 pack-
ets, for both MRP-enhancedSDV and DSDV. Our aim is

to showv thatfor a big enoughbuffer size, the paclet deliv-

ery ratio is independentf the messageate. The resultsare
presentedn Figure13.Both DSDV andMRP areunafected
by messageate.Thisis expectedfor DSDV sincefor agiven
mobility, thefactorthataffectsits deliveryratiois thenumber
of brokenroutes.No matterwhatthetransmissiomateis, if a
routeis not broken, all the pacletswill be delivered,andif a
routeis broken,nopacletswill bedelivered.Sotheoverallra-

tio shouldnot be affected,aswe have shovn experimentally
For MRP, a highermessageatemeanshateachnodewill be
storingmorepacletsat agiventime. If theright buffer sizeis

found,thenno matterwhatthe mobility of the nodesare,the
deliveryratio staysthe samewhich shavsthatthe MRP layer
is ableto handlevaryingmessagéoads.

Theseresults suggestthat there is an optimal steady-state
buffer size.ltwould be interestingto investigatefurther how
to pick an appropriatebuffer sizebasedon the parametersf
the systemsuchasactive nodes(numberof nodessendinga
messag@ersecond)messagaize,andnodemobility.

6 Conclusion

We motivatedand presentedn opportunisticrelay-basedp-
proachto messageouting in ad hoc networks, integrating
routing and storageto improve messagelelivery ratios. The
problemwith simply runningreliable TCP connectionss that
it is oblivious to node movement;route failures causenew

connectionfrom the messagingpplicationsto be initiated,
but theseconnectionswill endup breakingover andover as
nodesn thenetwork move.

MRP takes advantage of nodemobility to disseminatenes-
sageso mobile nodes,ratherthanview mobility asa prob-
lem to be solved. Our simulationresultsundera variety of
nodemovementmodelsdemonstratéhat this idea canwork
well for applicationghat preferreliability overlateng, with-
outaddingary significantoverhead.

A few opportunitiego improve MRP presenthemseles.We

canreducethe numberof duplicatepaclets sentto the final

destinatiorby allowing nodesto inconspicuouslyistento the
network traffic andrestrainfrom deliveringarelay pacletif it

is beingdeliveredby anothemode.An alternatveis for nodes
to storeandforward packetswith a probability thatis a de-
creasingunctionof the numberof neighborgpernode.

We foundthatevenwhentheprobabilityof moving “far” from

its currentiocationis “small,” andin thehomingmodel,h = 1

worked well. In general,however, this won't work; if each
node movesonly a fraction of the total area,then multiple
relaying hopswill be neededDeterminingautomatedvays
of doingthisis atopicfor futurework.

The performanceof MRP over other protocolslike DSR is
alsoaninterestingdirectionfor future work.

References

[1] BROCH, J.,, MALTZ, D. A., JOHNSON, D., CHu, Y., AND
JETCHEVA, J. A performanceomparisorof multi-hopwireless
ad hocnetwork routing protocols. In Proc. 4th ACM MobiCom
(Oct.1998).

GROSSGLAUSER, M., AND TSE, D. Mobility IncreasesheCa-
pacityof Ad-HocWirelessNetworks. In Proc. |EEE INFOCOM
(Apr. 2001).

JOHNSON, D., AND MALTZz, D. Dynamic SourceRoutingin
Ad-Hoc WirelessNetworks. In In T. Imielinski and H. Korth,
editors, Mobile Computing (1996),Kluwer AcadmicPublishers.

Kotz, D., GRAY, R., NAG, S., Rus, D., CHAWLA, S., AND
CYBENO, G. AgentTcl:Targettingthe Needsof Mobile Com-
puters.|EEE Internet Computing (July/August1997).

L1, Q., AND Rus, D. SendingMessageso Mobile Usersin
DisconnectedAd-Hoc WirelessNetworks. In Proc. 6th ACM
MobiCom (Aug. 2000).

ns-2 (network simulatorand nam network interface). htt p:
[/ www. i si . edu/ nsnam ns/ .

PARK, V. D., AND CORSON, M. S. A Highly Adaptie Dis-
tributed Routing Algorithm for Mobile WirelessNetworks. In
Proc. IEEE INFOCOM (Apr. 1997).

PERKINS, C., AND BHAGWAT, P. Highly DynamicDestination-
Sequencedistance-\éctor Routing (DSDV) for Mobile Com-
puters.In Proc. ACM SGCOMM (Oct.1994),pp. 234-244.

PERKINS, C. E., AND ROYER, E. M. Ad Hoc On DemandDis-
tanceVector(AODV) Algorithm. In Proc. 2nd |EEE Workshop
on Mobile Computing Systems and Applications (WMCSA) (Feh
1999).

(2]

(3]

[4]

[5]

[6]

[7]

9]



